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ABSTRACT: The principle of natural selection is taken as a
starting point for an anaysis of evolutionary levels.
Knowledge and values are conceived as vicarious selectors
of actions from a repertoire. The concept of metasystem
transition is derived from the law of requisite variety and the
principle of hierarchy. It is defined as the increase of variety
at the object level, accompanied by the emergence of a
situation-dependent control at a metalevel. It produces a new
level of evolution, with a much higher capacity for adapta-
tion. The most important levels are discussed, with an em-
phasis on the level characterizing man as distinct from the
animals. An analysis of the shortcomings of this "rational"
system of cognition leads to a first sketch of how the next
higher "meta-rational" level would look like.

1. INTRODUCTION

The Principia Cybernetica Project aims to develop an inte-
grated philosophical system based on cybernetic and evolu-
tionary concepts (Turchin, 1990). This system will be con-
structed collaboratively, with the support of computer tech-
nologies such as hypermedia, electronic mail and electronic
publishing (Joslyn, 1990). A complete philosophy should
contain at least an ontology or metaphysics, an epistemo-
logy, and an ethics or theory of values. Moreover, it should
provide an answer to the fundamental questions. Who am 1?
Where do | come from? Where am | going to?

It is my contention that al these questions can be
answered on the basis of an analysis of the general process
of evolution, with a particular emphasis on the emergence of
new levels of complexity or control. Indeed, the concept of
evolution itself provides a foundation for a "process' meta-
physics, like in the philosophies of Bergson, Teilhard and
Whitehead, and for an "evolutionary" epistemology
(Campbell, 1974). It allows a detailed analysis of the devel-
opment of human intelligence from lower levels of evolu-
tion, thus answering the questions about who we are and
where we come from. Finally, an extrapolation of the direc-
tion of evolution into the future may provide afirst answer to
the question of where we are going to, and thus provide a
framework for a theory of values or ethics, aimed at the
avoidance of "evolutionary dead ends".

In the present paper | will concentrate on the process
which is a the base of the emergence of the higher,
"cognitive" levels of evolution, starting with the origin of
life. The lower—physical and chemical—levels will have to
be addressed in another study.

2. DEFINING EVOLUTIONARY LEVELS

In this study, evolution will be assumed to be based on the
principle of blind variation and selective retention. No
teleology or guiding force will be assumed, except the

tautological principle that stable (intrinsically and with
respect to the environment) systems tend to maintain, and
hence will be "naturaly" selected (Heylighen, 1989b),
whereas unstable systems will be eliminated.

Each system is undergoing changes, either generated by
internal processes, or by changes in the environment.
Evolutionary selective systems will be those systems that
"survive" the changes, i.e. that maintain a continuous iden-
tity, even though their state may have changed. We will sup-
pose that the system is internally stable, i.e. that it is not
destroyed by its own internal processes. In that case, the
system will have to cope with external changes, which might
perturb itsinternal organization, by adequate reactions. Such
reactions are said to compensate the perturbations induced
by the environmental changes, bringing the system back to
its stable mode of operating (Heylighen, 1990c; Maturana &
Varela, 1980).

Variety and selection

In general, different perturbations will require different reac-
tions or compensations. This means that the larger the vari-
ety of potential perturbations, the larger the variety of com-
pensations the system must be capable to execute. This can
be understood from Ashby's (1958) Law of Requisite
Variety. We will hence assume that every adaptive system
disposes of a repertoire or variety of possible actions, that
potentially compensate perturbations.

However, a repertoire aone is not very useful. The sys-
tem must aso be able to choose that action from the reper-
toire which is most likely to compensate a particular pertur-
bation. Suppose the system does not have any specific crite-
rion for making such decisions. In that case it will haveto try
out an action blindly or at random, and hope that it proves
adequate. If the action is inadequate, the perturbation may
destroy the system. Hence there will be a "natural" selection
of adequately behaving systems.

For example, consider a species adapted to a specific en-
vironment. Suppose the environment changes, e.g. because
the climate becomes colder. The species may adapt because
mutations and recombinations of genes provide a variety of
possible genomes, some of which are better adapted to a
colder climate. Those genotypes will be selected by the envi-
ronment and gradually replace the other genomes within the
gene pooal of the species. This processtakes alot of time, and
many lifes of individuals in the species are wasted because
their (mutated) genes were inadequate. The process of adap-
tation would be much more efficient if the species would
know which genomes would be adequate, and would be able
to steer the mutations in the direction of such adapted
genomes.



Cognition asvicarious selection

Knowledge can be defined as the ability to choose adequate
actions from the repertoire, where "adequate’ means: secur-
ing the survival of the system within its environment.
Knowledge selects actions from the variety of potential ac-
tions, in the same way that natural selection selects by de-
stroying inadequately behaving systems. The difference is
that knowledge does not destroy actual systems, it only elim-
inates "potentialities'. Knowledge substitutes for the envi-
ronment, making sel ections before the environment is able to
destroy the system. Knowledge can thus be defined as a
substitute or "vicarious' selector, which internaly repre-
sents—and thus allows the anticipation of—the selective ac-
tion of the environment (see Campbell, 1974).

"Representation” here does not mean that the knowledge
of an adaptive system consists of some kind of a homomor-
phic image or model of the environment. What is represented
is not the structure of the environment, but its selective func-
tion or action, i.e. the interactions between system and envi-
ronment which are potentially lethal. Knowledge in this
sense is always to alarge degree subjective, since it depends
on the specific system which tries to survive within the envi-
ronment.

Knowledge acts as a control on behavior. What distin-
guishes knowledge from control in the more traditional
sense, is that cognitive control does not depend on a specific,
fixed goal that the system is supposed to achieve. The only,
very broadly defined goal is survival of the identity, but the
identity itself may change during the lifetime of the system.
Moreover, cognitive control is supposed to cope with a com-
plex environment, and will in that way have to represent as
much as possible features of that environment that are rele-
vant to survival.

Hierarchy

Since the potentia variety of the environment is infinite, the
Law of Requisite Variety could be interpreted as saying that
a large variety of actions is aways more adaptive than a
small one. Yet the problem is that a larger variety is more
difficult to control: the larger the number of alternatives for
action, the more difficult it is to make an informed decision.
Hence organisms with a small variety may be more efficient
in making an acceptable decision ("satisficing").

The only general method to increase the variety, while
keeping the control manageable, seems to be hierarchy: fac-
torizing the decision problem into different levels, such that
adecision at the higher level constrains the variety of the de-
cision at the lower level (Simon, 1962; Heylighen, 1989a).
The decision at the higher level is easier to make since it
only considers an abstract version of the repertoire of possi-
ble actions, characterized by a much lower variety than the
concrete repertoire it represents. The decision at the lower
level is easier because only a small part of the origina vari-
ety remains after the higher level decisions have been made.
In this way, the variety at each level can be kept acceptably
small, while the variety of the entire system, which is the
product of the varieties at the different levels, can be made
arbitrarily large.

Let us examine how such a hierarchically structured sys-
tem can emerge by variation and selection. Consider a num-
ber of simple systems, that each have just one control level.
Now it is possible that those el ements, through random com-
binations, would form an assembly that is more or less
stable. That assembly hence will survive, and determine a
new, higher-order system, with a continuous identity (Simon,

1962). However, in order to survive in an environment that is
perturbing, the new system will again need arepertoire of ac-
tions, and a cognitive control for selecting those actions that
will maintain the stable organization. The repertoire of the
higher-order system automatically arises by considering all
possible combinations of actions in the repertoire of the
lower-order subsystems. The variety of the new repertoireis
roughly equal to the product of the varieties of the subsys-
tems. Each of the actions of the subsystems is locally con-
trolled. However, for the global system, a new control is
needed in order to coordinate the decisions made by the con-
trolling subsystems. This control may again emerge through
variation and selection.

M etasystem transitions

Such a process where a number of control systems are inte-
grated into a single whole with the formation of aglobal con-
trol system is called a "metasystem transition" by Turchin
(1977). The global control or vicarious selector appears itself
through blind variation and selection. An important feature
of the metasystem transition is that once the control at the
higher or meta-level has emerged, the number of subsystems
it controls will in genera increase. Turchin calls this phe-
nomenon the "branching growth of the penultimate level".

It can be understood on the basis of our analysis of vari-
ety: given an adequate selector for choosing actions, adaptiv-
ity increases with variety. Hence the emergence of an ade-
guate control will mean that the increase of variety at the
lower level becomes evolutionarily advantageous. Hence
natural variation and selection will automatically lead to an
increase in variety, until a point is reached where further in-
creases would make an adequate control at the existing level
too difficult. At that point the system is ready to undergo a
new metasystem transition, with the emergence of a new
control system, controlling the controls of the level below.
Hence, the emergence of control leads to an increase of va
riety, whereas the increase of variety, if it is large enough,
stimulates the emergence of a new control, in a positive
feedback cycle.

The present analysis is in fact more general than
Turchin's. Turchin assumes that the only way to increase va
riety isto physically multiply the number of subsystems, for
example by replication of a basic template (e.g. acell). | can
easily imagine different ways to increase variety, by chang-
ing the mechanism by which the subsystems function and in-
teract. For example, a fish that during evolution learns to
swim faster, increases the variety of the different speedsit is
capable to attain. This can be achieved for example by mak-
ing the form of the fish more aerodynamic: there is no need
for multiplication of subsystems. This is an example of a
continuous increase of the range of a certain variable (here
speed) that can be attained by the system. Another, discon-
tinuous way to increase variety is to multiply the number of
variables or degrees of freedom, by making fixed properties
variable. Two examples, both discussed by Turchin, would
be the capability of movement and the capability to learn for
nerve cells. None of these transitions seems to require a
multiplication of the number of subsystems: | do not see why
the variability of synaptic connections would require the
multiplication of cells, or of organelles.

In general it seems sufficient to remove certain (inade-
guate) constraints in order to increase the variability of the
system. However, it is clear that variety cannot be increased
indefinitely in this way. In the end each system has a
maximum proper variety, determined by the product of the



degrees of freedom of each of its subsystems. If we want to
increase the variety beyond this limit we will have to in-
crease the number of subsystems, in accordance with
Turchin's proposed mechanism. For example, it is clear that
the variety of possible actions a human being is capable of
cannot be implemented in a system with the size of a
molecule, or even a single cell. Many different cells need to
be integrated in order to provide the necessary variety. In
conclusion, the Turchin mechanism of integration may well
be the most important one for increasing variety, but it is not
the most general one, and there are examples in evolution
where it does not apply.

Values

The present definition of knowledge and control can in fact
also be interpreted as a definition of goals or values. The
"vicarious selector" can be interpreted as an evaluation crite-
rion for actions, which provides a general direction for the
behavior of the system. The ultimate goal or value in this
analysis is of course survival, i.e. maintenance of the iden-
tity. If the survival to be achieved is understood to be of an
indefinite—as long as possible—duration, then survival is
equivalent to "immortality", as conceived by Turchin (1990).
Both knowledge and more concrete goals and values can be
derived from this ultimate value through the mechanisms of
vicariousness and hierarchy. At the lower levels of evolution
knowledge and values can in fact not be separated. It is only
at ahigher, "rational" level that the traditional dichotomy be-
tween "facts" and "values' becomes meaningful.

The main difficulty in founding an ethics based on the
concept of surviva isthe question of which system isto sur-
vive: the individual, the society, the species, or the world
ecology ("Gaia") as awhole? Ideally we would like all these
systems to survive, but it is not obvious how to derive a
more concrete value system which reconciles these different
objectivesin a practical and consistent way.

If we restrict ourselves to the survival of a single system
then the concepts introduced in this section provide us with a
first method to derive a more concrete value system. The
goal of compensation of perturbations leads to a hierarchy of
values, ordered according to the "urgency" of the perturba-
tion: from the elimination of direct life-threatening distur-
bances, to the development of knowledge and skills that may
be useful for survival in some far away and uncertain future
(Heylighen, 1990d). The maximal development of this po-
tential for adaptation may be called self-actualization
(Heylighen, 1990d). In the present model it corresponds to
the achievement of a maximum of controlled variety within
the given control level. As such it corresponds to the last
stage before the occurrence of a new metasystem transition.
The objective of reaching a new metalevel would then be the
natural prolongation of the goa of reaching self-actualiza-
tion.

3. PRE-RATIONAL LEVELS

Origin of life

Let us now discuss the most important cognitive levels of
evolution. Thefirst level starts with the origin of life. In fact
knowledge can be linked with life itself, since - in
Maturanas phrase (Maturana & Varela, 1980) - "to liveisto
cognize'. Theliving cell is characterized by a self-producing
(autopoietic) organization, where the DNA controls the pro-
duction of proteins and enzymes, and the enzymes control
the production of DNA (Maturana & Varela, 1980). The

DNA can be seen as a structural template that selects chains
of amino acids that form proteins needed for the proper
functioning and survival of the cell. Hence it can be viewed
as a vicarious selector (Campbell, 1974), embodying knowl-
edge about how to survive within the given environment.
This selection is situation-dependent, since different genesin
the DNA may be active or inactive, depending on the pres-
ence or absence of certain enzymes, which itself depends on
the overal chemical situation (boundary conditions) of the
cell within its environment.

Control of position

The next level brings me to another criticism of Turchin's
analysis. Turchin (1977) lists the emergence of the capability
to move asthe first of a series of metasystem transitions. Y et,
in the present interpretation, a metasystem transition is as-
sumed to consist of two separate, but interacting, processes:
an increase of variety at the object level, and the emergence
at the metalevel of a control mechanism, which selects from
the variety at the level below in function of survival within a
perturbing environment. In the case of movability, there only
seems to be an increase of variety at the object level. There
is no cognitive control (in the sense of situation-dependent
selection). It is only in the next stage, which Turchin calls
"irritability”, that a control mechanism appears. the move-
ment will now be a function of particular features of the en-
vironment sensed by the system. Sensory organs here act as
media translating features of the environment into an internal
representation (vicarious selector, see Campbell, 1974)
which allows informed decision-making. Hence Turchin's
transitions:

Movement = control of position, and
Irritability = control of movement,

should in my view be replaced by the single metasystem
transition:

Movement + Irritability = control of position.

Irritability requires simple reflexes (Turchin, 1977). The
control of simple reflexes leads to the level of complex re-
flexes, which we will not discuss here. We will rather imme-
diately continue with the next, that of learning.

Learning

In the metasystem transition where learning emerges, it is
less obvious how to separate the processes of variety in-
crease and control emergence. The variety is here due to the
fact that the synaptic strengths, which determine the proba-
bility that a stimulus or excitation would travel from one
neuron to another one, are variable, so that the same pattern
of excitation may lead to different results. The variability of
synaptic connections accounts for what Turchin calls the ca-
pability to associate, i.e. to create variable associations be-
tween representations. Part of the control is realized through
the Hebb rule, stating that a synaptic connection that is used
often will increase its strengths so that the probability that it
will be used later on increases. Hence the overall control of
the flow of excitation in the neural network will depend on
the sequence of situations experienced by the system, to-
gether with the initial organization, which determines the
interpretation of those perceptions. The internal, inherited
organization is what distinguishes between positive, pleasur-
able sensations (e.g. eating), and negative, painful ones (e.g.



being burned). The pleasure/pain evaluation will function as
a second control, in addition to the Hebb rule, which will re-
inforce certain associations, while weakening other ones.

The Hebb rule makes it possible for the system to learn
by experience. Excitatory patterns which are similar to pat-
terns experienced in the past will be processed in a similar
manner, making it possible to anticipate events following
known events in a regular manner. However, the system is
not capable to anticipate what will happen in situations that
are essentially different from situations experienced in the
past.

The associations that are formed through learning are lim-
ited to phenomena experienced in spatial or temporal conti-
guity. If when | see adog | hear barking, | shall associate
"barking" with "dog": the connections between the pattern of
neural activation (primitive "concept") corresponding to the
recognition of a barking sound and the one corresponding to
the recognition of a dog will be strengthened. However, |
shall normally not associate "dog" with "music", aslong as |
do not see a musical dog. In the case of arabbit the associa-
tion between "barking" and "dog" may be of vital impor-
tance: when the rabbit hears barking it knows that it must fly
or hide in order not to be caught by the dog. However, it
would be rather counterproductive if the rabbit would asso-
ciate music with dog, and run away each time it hears the
birds singing.

The reason why a rabbit cannot associate "dog" with
"music" is that the primitive concept standing for "dog" or
for "music" or for any other phenomenon that can be recog-
nized by the cognitive system is context-dependent: it
receives its meaning through the whole of associationsit has
with other primitive concepts. Those associations are the
result of a slow process of learning based on many experi-
ences of contiguous occurrence of two concepts. The con-
cept (e.g. dog) cannot be separated from this context of
associated concepts (e.g. barking) in order to bring it into
contact with new concepts (e.g. music).

4. THE RATIONAL LEVEL

Separ ating concepts from their context

In the example sketched above, there are situations imagin-
able where the association between dog and music would
nevertheless be useful. For example, a circus performer may
gain alot of money by training a dog for an act in which the
dog would play a melody on a musical instrument. The fact
that the human can imagine a dog producing musical sounds,
while the rabbit cannot, signifies that the human has a larger
variety of possible actions. Indeed once a situation is imag-
ined, the human can find some way to redlizeiit, e.g. by find-
ing a smart dog and putting a lot of effort in training it. Even
if we assume that a rabbit would be physicaly capable to
train a dog, it is clear that the rabbit would never conceive
this as a possible action, and hence would never look for
adequate ways to execute it.

In a human cognitive system, on the other hand, concepts
are separable from their context: they retain (part of) their
meaning when brought into contact with radically different
contexts. This can be understood by noticing that the concept
can be distinguished from the concepts it is associated with,
and that this distinction is stable or invariant: it does not
change with the context (Heylighen, 1990c). Of course this
context-independence is only partial or approximate: con-
cepts still do have a lot of connotative (context-dependent)
meanings, since they are rooted in an associative network

that learns through experience. This means that we shall
have to postulate a specific mechanism that explains how
any conceptual separation, however partial, is possible.

Symbols as support for concepts

Since the only physiological mechanism at our disposal is
association through contiguity, a possible way to make con-
cepts more independent is to associate each concept with
some outside phenomenon that is physicaly independent
from the other phenomena of its class, so that it can be easily
combined with such phenomena without losing its identity or
distinction. Such independent external phenomena that can
be associated with a concept may be called symbols. A sym-
bol is a stable, easily recognizable phenomenon that can be
combined with other symbols. Each symbol denotes a con-
cept. A combination of symbols hence represents a potential
association of concepts.

The appearance of symbols is largely paralel with the
appearance of the human language. Language consists of
words (symbols, denoting concepts) that can be combined
through syntactical rules in order to form sentences
(denoting potential associations of concepts). A symbol rep-
resents a concept in a more abstract way, without most of its
associations, so that there is room for associations with any
of the other symbols. The system of symbols together with
the rules for combining them may be called a conceptual-
symbolic code.

The emergence of the rationa level of cognition sup-
ported by a conceptual symbolic code is related to the emer-
gence of language and culture as the system controlling so-
cial interactions. Indeed, communication through verbal lan-
guage uses the same mechanism of symbols representing
concepts in a stable, context-independent way. If the mean-
ing of the symbol (word) would continuously vary with the
context of associated concepts, no communication would be
possible since a given symbol would have a different mean-
ing for every individual who uses it, and no meaning could
be transferred from one individual to another one by using
such a symbol. However, there is no simple cause-and-effect
relationship between language as a communication medium
and rational cognition. Probably the relation is bicausal: the
emergence of language would stimulate the emergence of ra-
tionality, since the exchange of meanings between different
individuals would make it easier to abstract out those parts of
the meaning which are invariant among the collectivity; on
the other hand, the emergence of rationality would contribute
to the emergence of language, since the internal stability of
concepts would facilitate the exchange with other individuals
(Heylighen, 1984).

Variety and control

Let us analyse this mechanism from the point of view of va
riety increase and control. The separability of concepts from
the context leads to alarge increase in the variety of possible
associations, since now associations can be formed which
were not experienced as spatial or temporal contiguities.
This is yet another example of a mechanism for increasing
variety, in addition to the multiplication of subsystems or
variables, or the increase in the range of a variable. It con-
sists in the partitioning of the system of associations, which
in the previous level varies as a whole, into relatively inde-
pendent subsystems (concepts) which can vary relative to
each other, thus increasing the number of degrees of freedom
of the system. Though the number of subsystems increases,
we cannot really speak about a multiplication or replication



of subsystems, but rather about a splitting up of the origina
system.

Thisincrease in variety necessitates a new control mech-
anism, guiding the selection of concept associations. This
control consists of different features. There is first a set of
generative rules, which in the case of language is caled
grammar or syntax, and which constrains the combinations
of concepts by distinguishing different categories of concepts
(nouns, verbs, adjectives, ...), which must be combined in
specific ways. Second, there till are the control mechanisms
of the lower level of experiential cognition: the evaluation of
combinations of concepts by the associations they have with
other concepts, and their positive or negative appraisals.
Third, there are anumber of conceptual-symbolic representa-
tions of selection criteria: goals and values. These are repre-
sentations of features of possible future states that are to be
desired or to be avoided. Fourth, there are a number of rules
of thought based on culture: tradition, religion, philosophy,
logic, science...

Rationality, free will, self-consciousness

This mechanism allowing the controlled recombination of
concepts makes it possible to explain al the typical charac-
teristics of human intelligence, as distinguished from animal
intelligence. The fact that different combinations of concepts
can be conceived without experiencing them in contiguity,
can be interpreted as a basic form of imagination or creativ-
ity. The fact that there is a control mechanism allowing the
choice between a set of aternatives conceived in this way,
can be understood as the basis for freewill. The fact that a
controlled sequence of combinations can be generated and
explored as to its consegquences may be called rationality or
the capacity for thinking. The fact that an individua can
have a concept of himself, and can combine it with other
concepts in order to think about himself and compare himsel f
with others can be called self-consciousness. By combining
the concepts of situations he want to achieve with the con-
cepts of things he has at his disposal he may conceive ways
to use these things as toals.

5. TOWARDSA META-RATIONAL LEVEL

Shortcomings of rational cognition
The rational level of cognition is evidently not perfect, and
we may expect that still higher levels will emerge during the
course of evolution. In order to get an idea of the directionin
which that evolution would proceed, it is interesting to anal-
yse the shortcomings of rationality. The rational mechanism
requires the splitting up of the continuous field of experience
embodied in the network of neural associations into a dis-
crete set of stable concepts. Evidently, an important part of
the (connotative) meaning contained in the associations is
lost in that way. We might keep more of the meaning by
making the set of concepts larger. However, this will in-
crease the variety in an unlimited way, since there is an in-
finity of ways to segment a continuous field into a discrete
set of distinct concepts. The larger the set of concepts, the
larger the set of possible combinations of concepts. The con-
trol mechanisms needed for choosing adequate combinations
out of that diversity of potential combinations are obviously
limited, and beyond a certain level of complexity they will
become ineffective as guides for decision-making.

The set of concepts used by an individual is normally
provided by the culture in which he lives. Since the number
of possible conceptsisinfinite, the set of actual concepts will

always be to a certain degree arbitrary. When the individual
comes into contact with a different culture he will encounter
concepts which do not fit into his conceptual code. This will
make it difficult to understand expressions from that culture.
The only way to grasp the meanings from that other culture
is by using the rather slow mechanism of associative learn-
ing: the conceptual code itself does not provide any meansto
extend its range of concepts. Moreover, since, as we re-
marked before, the separation of a concept from its context is
never complete, there will remain certain connotative mean-
ings to each concept which are difficult to communicate be-
cause of their subjectivity. Again the conceptual code does
not provide any means to tackle this problem. The result is
that individuals will never understand each other completely
even though they do speak the same language, and it will be
very difficult for them to correct the misunderstandings us-
ing that language. In short, each conceptua code will be im-
paired by its (unadmitted) subjectivity, by its limited number
of concepts, and by its tendency to reduce holistic phenom-
enato combinations of discrete elements.

If we look at cultural evolution we can distinguish dif-
ferent movements which have tried to somehow transcend
these limitations of the conceptual code (Heylighen, 1984).
For example, science has attempted to eliminate the subjec-
tivity of conventional languages by grounding the meaning
of terms through formalization and operationalization
(Heylighen, 1990a). Art attempts to overcome the limited
expression of connotative meanings by finding alternative,
non-reductionistic ways to symbolize associative, experien-
tial meanings. Religion tries to transcend the fragmentation
of the continuous field of experience by proposing an over-
arching system of faith that binds the different domains of
knowledge and experience together, and by stimulating cer-
tain non-rational forms of consciousness (mystical experi-
ences) in which the fragmentation of experience is abolished.
Philosophy similarly tries to integrate different domains of
experience but does this by analysing the meanings of terms
and the limitations imposed by conventional language. As
such it stands in between science and religion.

Acceleration of socio-cultural evolution

A more detailed look at cultural history makes us distinguish
two stages in these attempts to transcend the rational level of
cognition (Heylighen, 1984). The first, "classical" stage was
not very successful, since the origin of the intuitively felt
limitations was not really understood. It is only around the
beginning of the 20th century, that a first awareness arose of
the impossihility to transcend the limitations within the con-
ceptual code itself. This awareness can be associated with
cultural revolutions such as conventionalism and formalism
in mathematics, relativity and quantum indetermininacy in
physics, the discovery of the unconscious in psychology, sur-
realism, experimentation and abstraction in art, and analysis
of therole of language in philosophy (Wittgenstein).

It led to arelease of most of the constraints (taboos, dog-
mas, esthetic and epistemic principles, ...) that till restricted
the creation of new conceptual or associative systems outside
the existing conceptual codes. Together with the creation of
better communication media, this resulted in an ever faster
flux of new concepts, knowledge, ideas, fashions, codes,
models, languages, ... in the most diverse domains of culture:
science, technology, management, politics, religion, art,
fashion, mass media, ... This ever accelerating wave of cog-
nitive and socia change has been well described by Toffler
(1970). In his analysis he stressed the danger resulting from



the fact that at a certain level of change our cognitive sys-
tems is no longer capable to cope with the complexity. The
whole of perturbations of our physical and psychical equi-
librium resulting from this forms a new type of disease
which Toffler called "future shock".

The appearance of such a syndrome can be easily under-
stood from our observation that if the variety of possible ac-
tions is larger than the capacity for control of the cognitive
system, the system is ill-adapted. The larger the number of
alternatives to be considered, the higher the stress imposed
by decision-making. Paradoxically, though our power to
solve problems is greater than ever before, the problems also
appear more complex than ever before, and we may feel
even more helpless than ever before (Heylighen, 1989a). The
only real solution to this problem is to introduce a new level
of control, i.e. to undergo a metasystem transition. This
transition will bring us to a higher, "meta-rational” level of
cognition.

M eta-rational consciousness

In order to understand how the new control mechanism will
function we must analyse just in which way variety is in-
creased. The overall phenomenon seems to be an exponential
increase of the available rational knowledge: concepts and
rules for combining concepts. However since the rational
knowledge cannot be separated from the associative, experi-
ential knowledge in which it is rooted, this latter form of
knowledge must increase too.

By increase of knowledge | do not mean just an increase
in the number of facts or data, but more importantly an in-
crease in the number of conceptual systems (codes, models,
representations, languages) which are used to dissect reality
and to represent it in a manageable form. The same reality
can be dissected in an infinite numbers of ways, leading to
incompatible or irreducible representations. So the first re-
quirement for attaining a meta-rationa level of conscious-
ness is the awareness that conceptual systems are relative,
that there is no one true representation of the world, but that
there are an infinity of complementary representations which
each have their proper advantages and disadvantages.

Such awareness is not sufficient, however. We also need
practical rulesfor guiding usin the search for that conceptual
system which is most appropriate for the problem we want to
solve. The "problem™ is defined objectively by the state of
the environment (available resources and constraints) and
subjectively by the goal we want to achieve. The analysis of
theory- and model-building in different sciences has aready
led to a lot of knowledge that can be used for finding ade-
quate representations. In addition to that we need an in-
creased understanding of the basic dynamics of evolution, so
that we can better understand our own role in the on-going
transitions, and choose our own long-term plans and goalsin
amore conscious fashion.

Knowledge about model-building, and about goal-setting,
based on a system of values derived from evolutionary the-
ory, provides us with the first elements of the control we
need to cope with the increased socio-cultural variety. What
remains to be done is to integrate that "metacognitive"
knowledge in the form of a universal framework: an adap-
tive metarepresentation (Heylighen, 1988, 1990a). | will
here not go into further detail about my own research in this
direction. It will suffice to say that my approach is based on
a "dynamics of distinctions", which provides general princi-
ples for the creation of new higher-order distinctions
(elementary concepts), by analysing conceptual networks

with the aid of the mathematical concept of relational closure
(Heylighen, 1989a,b, 1990c).

Technological support for cognition

Individual awareness and (meta)knowledge are still not suf-
ficient to control the huge amount of new data, concepts and
rules. We also need external support for storing, accessing
and processing that information. We cannot wait until our
brain has by natural selection evolved into a system that is
better adapted to process such complex datain afast and re-
liable way. There is no reason to despair, though: the most
spectacular evolution of the last decades is the emergence of
increasingly powerful technologies for storing, transmitting
and processing information. The increase in speed and stor-
age of computers and related media seems exponential.
Hence it is clear that we will not have to wait very long to
see systems emerge whose capacities will surpass anything
that has been imagined before.

The main challenge will be to integrate this technology
with the metacognitive frameworks and with our existing in-
formation-processing capacities (sensory organs and brain).
If the metarepresentational framework is formulated in a
more or less formal way, it will not be difficult to implement
it on existing computers. On the other hand, existing com-
puter systems are not very well suited for a direct and intu-
itive connection with the human mind. What we need is a
much more profound development of man-machine inter-
faces, taking into account the associative, experiential, con-
text-dependent basis for the representation of knowledge in
the brain (Heylighen, 1990c).

Existing computers are modelled after the rational-
conceptual mode of cognition: they work with discrete
chunks and fixed rules for their combination. Although in the
human mind the rational mechanism is implemented on a
higher control level than the associative mechanism, this
does not mean that it is intrinsically superior. Its full power
only emerges by its being rooted in an associative network,
which complements it by providing the necessary variety.
That is why the human brain is still much more powerful
than existing computers functioning through a purely
rational mechanism, without the power to form associations
by experience.

Some recently emerging paradigms promise to bridge the
gap between neural-associative and rational mechanisms of
cognition (Heylighen, 1990c): 1) connectionism is a para
digm that allows computers to simulate the associative
learning typical of the human brain at the most primitive
level; 2) hypermedia provide a way to easily trandate exist-
ing associative knowledge of a higher level in a form that
can be easily stored by computers; 3) cyberspace or virtual
reality is a philosophy for building man-machine interfaces
which takes into account the full perceptual-cognitive mech-
anism a human uses to cope with the ordinary three dimen-
sional world of movable objects and shapes. A further inte-
gration of those three approaches would lead us to imagine a
direct connection between brain activities and processes in-
side a computer, for example by means of a sophisticated
device for registering and inducing brain waves. In that case,
the virtual reality of the representation would be generated
directly, in the same way as a dream, i.e. without any inter-
vening sensory stimuli.

Superbeings vs. M etabeings
Let us conclude by trying to imagine how the appearance of
this new, meta-rational level of cognition would affect us as



human beings. In Turchin's (1977, 1990) view, the next
meta-system transition would lead to the emergence of what
he calls a human superbeing resulting from the integration of
different individuals in a collective system. Such an integra-
tion would be similar to the way individua cells were inte-
grated to form multicellular organisms. It would occur
through much more direct communication channels connect-
ing the nervous systems of the individuals. This view of the
future follows logically from Turchin's definition of a meta-
system transition as the integration of subsystems together
with the emergence of a control level. Yet it leaves him with
the fundamental contradiction between integration and free-
dom, since the socia integration of individuals will suppress
part of the individual's freedom, whereas Turchin acknow!-
edges creative freedom to be the essence of life (Turchin,
1990; Turchin & Joslyn, 1990).

In the present interpretation, on the other hand, thereis no
such contradiction between freedom and control. Indeed, a
metasystem transition is here defined as an increase of vari-
ety (and hence of freedom) at the object level, together with
the emergence of a control at the metalevel which allows
making informed, situation-dependent choices between the
variety of actions available at the object level. Each metasys-
tem transition hence by definition increases the overall free-
dom of the system. Thereis no difficulty with the constraints
imposed upon the subsystem by integration since integration
of multiple subsystems is not necessary to increase variety:
other ways to achieve variety have been shown to exist.

In the present view, the newly emerging control would be
situated on the level of the individual rather than on the level
of society. Each human individual would dispose of a
metarepresentational framework, implemented through an
advanced man-machine interface, that would help him or her
in manipulating knowledge, in creating new concepts and
theories, and in efficiently gathering and organizing al the
exigting facts and values (s)he needs to solve higher
problems. Practically, what was considered to be a privilege
that only a few persons of genius might achieve during their
lifetime, namely the creation of a completely new theory
modelling important parts of reality, would now become an
automatic, everyday activity. This construction of a model
would come as natural to meta-humans as the formation of a
sentence in verbal language comesto us.

Of course, the existence of such a metacognitive frame-
work and its accompanying communication and information
technology would drastically enhance the possibilities for
communication between different individuals. At least it
would allow overcoming the pitfalls of (unadmitted) subjec-
tivity and reductionism associated with the conceptual code
defining the rational mechanism of cognition. Hence the
metarationa system would make a further integration of in-
dividuals certainly easier.

However, the question is whether such a further integra-
tion would be evolutionarily advantageous, given that each
individual would have direct access to the whole of knowl-
edge available to humanity, in order to design his own mod-
s, and solve his own problems. Clearly, like in each collec-
tivity or society there must be certain rules that govern the
whole and that restrain individuals in their actions that might
endanger the survival of the other individuals or the group
(e.g. war, pollution, ...). For example, in most species of an-
imals there is a taboo against killing members of the same
species. Yet this does not mean that there is an advantage in
integrating the species as a whole into a superanimal. Too
strong integration of the individuals would make the species

more vulnerable, since a highly integrated system (e.g. a
multicellular organism) can be killed by killing a few of its
subsystems (e.g. cells from the heart).

The main purpose of integration is, as Turchin remarks,
to increase (controlled) variety, but it can also lead to a di-
minishing of the uncontrolled variety realized by the diver-
sity between the individual subsystems. If the second type of
variety becomes too low, a single cause might kill the whole
of the subsystems. A well-known example is the danger of
agriculture based on genetically identical or similar plants: a
single disease or parasite may kill the whole culture. In con-
clusion, there seems to be a trade-off between variety gained
through integration and variety lost through integration,
which makes that the optimum level of survival will be
achieved neither by complete integration nor by complete
independence of subsystems. Where that optimum level of
integration will be situated after the next metasystem transi-
tion is a question which at this stage seems difficult to an-
swer.
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